
Supervised learning
Linear Regression



Predicting the house price

m



Hypothesis: y is a linear function of x



Learning parameters

Which line is better?



Cost function



Gradient Descent



Supervised learning
Decision Tree



Decision Tree: example



How does a tree decide where to split?
30 students
3 variables: Gender, Class, Height
15 play cricket

Goal: predict who will play cricket



Greedy approach



Example



Overfitting



Unsupervised learning



Unsupervised learning - data without labels



Example: Customer Segmentation Analysis

Goal:

● Divide customers into groups sharing the 
same properties

Benefits:

● More targeted marketing campaigns.
● Reducing marketing spendings.
● Personalized marketing messages.



Unsupervised learning tasks

● Clustering
● Anomaly Detection
● Dimensionality Reduction
● Density estimation



Clustering

Goal: Identify similar instances and assign them to clusters.

● Customer Segmentation
● Data Analysis
● Dimensionality reduction
● Fraud detection
● Semi-supervised learning
● Search engines
● Image segmentation



K-means

Given a training set K-means algorithm is as follows:



Is k_means guaranteed to converge?

Let’s define the distortion function to be

● k-means is coordinate descent on J
● J monotonically decrease -> value of J converges
● Usually          converge too
● J is a non-convex, not guaranteed to converge to the global minimum.



Centroid Initialization Methods

● Run k-means many times (with different random initial values for 
centroids). Pick the one that gives the lowest distortion J.

● K-Means++ Select centroid that are distant from one another.



K-Means improvements

● Accelerated K-Means

Considerably accelerates the algorithm by avoiding many unnecessary 
distance calculations

● Mini-batch K-Means

Algorithm uses mini-batches, moving centroids just slightly at each 
iteration



Optimal number of clusters. Elbow rule



Optimal number of clusters. 
Silhouette score



Pros and Cons of k-means

K-Means is good for:

1. Scalability
2. Simplicity

K-Means is not good for clusters of:

1. Different densities
2. Non-spherical shapes
3. Varying sizes



Deep Learning



Rules

Data

Rules-Based 
Algorithm Answers

Automated AI



Answer

Data

Machine 
Learning Rules

Intelligence AI







Neural Networks



Neural of the Brain



Neural model: Logistic Unit



Perceptron



MLP



Neural network



Neural network



CNN


